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Q-Table (16x4)

(3) quality (reward) 
for the given action 

(eg, LEFT: 0.5, RIGHT 0.1 
UP: 0.0, DOWN: 0.8)

Q (s, a)
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(2) action, a



http://computingkoreanlab.com/app/jAI/jQLearning/
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Q-Table (?)

100x100 maze 80x80 pixel + 2 color (black/white)



pow(2, 80*80)?



Q-Table (? x ?)

(3) quality (reward) 
for the given action 

(eg, LEFT: 0.5)

Q (s, a)
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(1) state, s

(2) action, a



Q-function Approximation

(1) state, s

(2) action, a

(3) quality (reward) 
for the given action 

(eg, LEFT: 0.5)



Q-function Approximation

(1) state, s

(2) quality (reward)
for all actions
(eg, [0.5, 0.1, 0.0, 0.8]  
LEFT: 0.5,  
RIGHT 0.1 
UP: 0.0,  
DOWN: 0.8)



Q-function Approximation



Q-Network training (linear regression)
H(x) = Wx cost(W ) =

1
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(2)Ws(1)s



Prerequisite: http://hunkim.github.io/ml/ or
https://www.inflearn.com/course/기본적인-머신러닝-딥러닝-강좌/
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Q-Network training (linear regression)

Q(s)

(2)Ws(1)s

y = r + �maxQ(s0)

cost(W ) = (Ws� y)2



Q-Network training (math notations)

Q(s)

(2)Ws(1)s

http://introtodeeplearning.com/6.S091DeepReinforcementLearning.pdf

• Approximate Q* 
function using ✓

Q̂(s, a|✓) ⇠ Q⇤(s, a)



Q-Network training (math notations)

Q(s)

(2)Ws(1)s

http://introtodeeplearning.com/6.S091DeepReinforcementLearning.pdf

• Approximate Q* 
function using 

• Choose    to minimize

✓

✓

min

✓

TX

t=0

[

ˆQ(st, at|✓)� (rt + �max
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Q̂(s, a|✓) ⇠ Q⇤(s, a)



Q-Network

Q(s)

(2)Ws(1)s



Algorithm

Playing Atari with Deep Reinforcement Learning - University of Toronto by V Mnih et al.



Y label and loss function

Playing Atari with Deep Reinforcement Learning - University of Toronto by V Mnih et al.



Deterministic or Stochastic?

Q(s, a) (1� ↵)Q(s, a) + ↵[r + �max

a0
Q(s0, a0)]



Convergence 

Tutorial: Deep Reinforcement Learning, David Silver, Google DeepMind

min
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ˆQ(st, at|✓)� (rt + �max
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ˆQ(st+1, a

0|✓))]2



Reinforcement + Neural Net

http://stackoverflow.com/questions/10722064/training-a-neural-network-with-reinforcement-learning



DQN: Deep, Replay, Separated networks



Next 

Lab: Q-network


